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I. Introduction

Work under this grant was focused on the probing of fast dynamics induced by laser driven
shock waves.  These studies are motivated by the fact that a complete understanding of shock
waves in materials requires comprehensive microscopic understanding of the compression wave.
Under our ARO grant we undertook a series of experiments to develop ways of studying atomic
scale motions in materials as a material undergoes very high strain rate shock compression.  To
study these dynamics we used short pulse lasers in high time resolution pump-probe
experiments. Our initial work concentrated on examining the shock induced melt transition in
various materials including tin and silicon.

In many cases of shock loading at high strain rates the material  response is complicated by
phase transitions such as lattice restructuring and melting [1-6].  These phase transitions have a
dramatic effect on the failure strength of a shocked material.  Yet, the dynamics of such phase
transitions are not well known.  For example, the time scale for shock induced melting of a solid
may take place on a picosecond time scale or it may take many nanoseconds for the material to
become amorphous under the heating induced by the passage of a shock.  It was these questions
which motivated the studies described here.

Our studies have been conducted with shocks driven by intense laser pulses.  Using lasers
focused to intensity up to 1014 W/cm2 we can produce, over small scales, shocks with pressures
up to 1 Mbar.  These shocks are created by the rocket action that results from the ablation
pressure of plasma heated at the target surface.  This method of producing a strong shock has the
unique advantage that the shock drive is directly synchronized to an ultrafast optical probe.  To
study phase change dynamics in laser driven shocks we used ultrafast laser probe pulses in high
time resolution pump-probe experiments to develop a real time diagnostic on the phase of a
shocked material.  Our ultimate goal was to probe the entire phase history of a material as it
shock compresses and releases.

We have probed these shocks with a variety of time resolved optical techniques developed under
the three year period of the grant.  These techniques take advantage of the fact that the shock
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driving laser pulse can be split and then be used to probe the back side of a shocked target.  This
yields time synchronization which permits study of very fast dynamics in these shocks.  Our
initial emphasis is to study shock induced phase transitions with the hope of learning about the
time history of these phase transitions.  Melting is one phase transition which is of technological
importance as it can have a dramatic effect on the strength and spalling of shocked materials
when they are driven to high shock pressures.  Consequently, observation of real time melting in
shocked samples was a major thrust of our optical probing experiments.

In addition to these linear optical probes, we developed a non-linear optical probe involving the
generation of third-harmonic photons at the surface of our target.  The idea behind this is to
implement a high time resolution diagnostic for shocked materials that can discern whether a
material is crystalline or anisotropic (ie melted).  Using third harmonic generation, this idea was
first illustrated on a static target by Yakovlev [7].  Our diagnostic relies on the selection rules for
third harmonic generation changing as a material changes from a crystalline structure to an
isotropic or amorphous structure.  When using a circularly polarized input probe, third harmonic
generation is bulk-allowed for a crystalline material, but it is disallowed for an isotropic target.
We have successfully implemented this idea for the first time on a shocked crystal allowing us
quite unique time resolved information about the shock induced amophization of Si.  We believe
that this is a very significant advancement which will permit a new range of experiments which
can probe the time dynamics of shock induced phase changes in materials.

II. Experimental Techniques Developed Under this Grant

Our main focus has been to take advantage of our ability to generate a synchronized optical
probe with the shock drive.  Because our laser is a high energy femtosecond laser this gave us
some unique options in probing the state of the shocked material.  Work under this grant
principally utilized two probing techniques.  The first was a well known approach to studying the
state of heated materials, utilizing the variation in reflectivity as a material is heated.  The second
took advantage of the femtosecond durations of our probe pulse by generating third harmonic
light from the heated/shocked target.  This second approach is very powerful, as discussed
below, because it provides unambiguous information about whether a material is crystalline or
amorphous.  Under this grant we have utilized this novel probe for the first time on a shock
compressed sample.

II.A Linear Reflectivity

The simplest form of optical probe has to do with the reflectivity of the surface.  The reflectivity
depends on the complex refractive index and, therefore, directly depends on the conductivity of
the sample.   The refractive index can vary depending on whether the target is solid or liquid.
The measured reflectivity, then, is related to the complex refactive index through the well known
Fresnel equations [8].  For conducting targets, the refractive index can usually be described by a
Drude model.
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As described below, the majority of our experiments were conducted with Sn or Si targets (with
a small fraction of results in Al and GaAs).  Sn is metallic and therefore does not exhibit a large
reflectivity change upon melting.  The fall off of Sn reflectivity when it melts as a function of
incident probe laser beam angle is illustrated in figure 1.  The reflectivity is not expected to fall
much below 90% at any incidence angle.  We will note that this is at odds with observations
made by Werdiger et al. on shocked Sn [5], who observed a large (>50%) drop in reflectivity in
Sn targets shocked to a few hundred kbar.  As described below, we observe a similar reflectivity
drop which is as yet unexplained.

Figure 1: Reflectivity of 800 nm light off of melted tin normalized to unmelted tin as a function of incident probe
beam angle.

Silicon, however, is expected to exhibit a much greater change in reflectivity under melting.  As
a crystal Si is a semiconductor however when melted Si becomes a reflective conductor.  Figure
2 illustrates the expected reflectivity of Si as a function of incident angle for 800 nm light.  We
use this large change of reflectivity in melted Si to benchmark our principal probing technique,
third harmonic generation.

Figure 2: Reflectivity of 800 nm light off of melted and crystalline silicon as a function of incident probe beam
angle.
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II.B Shock Probing with Third Harmonic Generation

To gain insight beyond what simple reflectivity can give us, we have developed a novel
technique that permits us to determine whether a shocked sample is crystalline or amorphous.
The idea is illustrated in figure 3.  By shocking a sample with a laser pulse, a second,
synchronized laser can be directed at the back of the target and, if the intensity is sufficient, 3rd

harmonic light can be generated.  Standard nonlinear optical theories indicate that with circularly
polarized light, this 3rd harmonic can only be produced if the sample remains crystalline and
drops if it become amorphous.  The advantage of this technique is that it is very sensitive,
yielding information about whether the crystal melts even if the lattice develops only short range
disorder.  It is also less ambiguous than reflectivity because disordering is accompanied by a
very large drop in 3rd harmonic signal.

As illustrated in figure 3, the general principal relies on probing the back surface of a shocked
sample.  To generate significant 3rd harmonic without ablating the material with the probe pulse,
it is necessary to use a femtosecond probe.  This probe will be converted to circular polarization
and focused to an intensity of ~1012 W/cm2 in an area centered on the expected shock breakout
region.

Figure 3:Cartoon principle of the 3rd harmonic shock probing technique developed under this grant.

How the third harmonic technique works can be illustrated through some simple nonlinear
optical considerations. The amount of 3rd harmonic generated from illumination of the surface of
some material is directly related to the square of the nonlinear polarization source term, .
This term is related to the nonlinear susceptibility tensor, χ, and the cube of the incident electric
field, E:

(1)

In general, the point group symmetry of the non-linear material imposes certain restrictions on
the form of the susceptibility.  It is this effect that we take advantage of in being able to discern
whether the sample is crystalline of amorphous.  Equation (1) must be invariant under the
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allowed symmetry operations of the medium.  As an example, if we consider crystals with cubic
point symmetry, this nonlinear source term simplifies to

(2)
where Cabcd represents the tensor components of χ, and abcd are the directions of polarization.
For an isotropic material, C1111=3C1122 so eq. (2) shows that the second term on the right hand
side vanishes and the nonlinear source term will produce third harmonic such that a linearly
polarized input electric field will yield a 3rd harmonic wave that is also polarized in the same
direction..

Now consider the case in which the incident probe is circularly polarized.  We assume, for
illustrative purposes, that a right circularly polarized wave is normally incident upon a (100)
oriented, cubic non-linear material.  The incident electric field can be written as,

(3)
The non linear polarization source term in our cubic crystal is given by eq. (2).  After plugging in
our circularly polarized incident beam, we have can say that,

(4)
so the nonlinear source becomes

(5)
and 3rd harmonic generation occurs with an intensity proportional to the square of eq. (2).
However, as noted for an isotropic material, C1111=3C1122 .  In this case the right hand side of eq.
(5) vanishes and no 3rd harmonic generation is allowed.  An amorphous material (ie one that is
beginning to melt) will fulfill this condition.  In fact, as the crystal symmetry is broken the
evolution of the eq. (5) toward the isotropic condition can in principle allow us to observe the
time scale of this amorphization.

The physics behind the result of eq. (5) can be easily seen a different way.  In 3rd harmonic
generation we generate photons with frequency 3ω.  Each 3 ω photon that is generated
annihilates three 1ω photons.  That is, the net change in angular momentum is,

(6)
Angular momentum of the system must be conserved, so it is taken up by the crystal lattice [9].
However, the (100) oriented cubic lattice can only absorb angular momentum in units of 
because of the four-fold symmetry of the problem.  If we were incident upon a (111) face, there
is only a three fold axis of symmetry, and angular momentum can only be absorbed in units of

.  This explains why THG is disallowed from (111) orientations of cubic materials, but it is
allowed for (100) orientations.

When the material is isotropic, angular momentum must be conserved.  If the incident light is
linear polarized, the net change of angular momentum is ±  for each photon so a net zero
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change in angular momentum is possible.  However, for circularly polarized light, as eq. (6)
indicates, the net change of angular momentum is not allowed in an isotropic medium.

II.C Experimental Design of Laser Driven Shocks

Using a laser to drive the shock has the distinct advantage of allowing one to generate a well
synchronized optical probe for the shocked material.  However laser driven shocks differ from
other shock producing techniques such as HE or gas gun driven shocks in that the duration of the
drive is much shorter (nanosecond time scale).  This usually mandates the use of a very thin
target slab.   So a major aspect of our effort under this grant in the early period was to
characterize the shocks driven by sub-ns laser pulses in target slabs only a few µm thick.  In a
schematic sense, figure 4 illustrates the time history of a compression wave in a sample driven
by a finite duration laser pulse drive.

Figure 4: Schematic illustration of the interplay between the laser driven shock and the ensuing rarefaction wave
from a finite drive pulse.  Each pressure profile depicts an instant in the laser driven shock history.

In the time τp, the shock front will propagate to xs=Usτp.  At this point the laser drive is turned off
(the pulse ends), causing a release wave to begin propagating behind the shock wave.  The
rarefaction (release) wave travels at the sound speed of the compressed material plus the particle
velocity (ur=Cs+up ).  This velocity is faster than Us for normal materials (∂2P/∂ρ2 > 0), which
means that the faster traveling release wave will catch up to the shock front at position
xs,3=Usτp(up+Cs)/(up+Cs-Us).  After this point, the release wave begins to decrease the peak
pressure of the shock wave.  As the pressure decreases, so will the shock velocity, causing the
shock wave to slow down.  In our experiments we needed to design carefully the target thickness
and driven intensity to optimize the shock conditions at the back surface, while at the same time
mitigating preheat of the material from the hot ablation plasma on the front surface.  These
constraints  resulted in target thickness choices that were around 4-100 µm.
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One of the principal tools that we employed in our experiment designs and interpretations was
the Lagrangian hydrodynamics code HYADES [10].  An example numerical hydrodynamic
simulation showing the propagation of a shockwave into a silicon slab is shown in figure 5.  This
HYADES simulation used a laser pulse with I = 1.5x1013 W/cm2, λ = 800 nm, τp = 460 ps
FWHM temporally peaked at 0.8 ns in the simulation.  The target material was 300 µm of
silicon, with a 300 nm overcoat of aluminum to absorb the laser.  A curve fit to the peak
pressures is displayed in the figure, and reveals an exponent close to that predicted by the self-
similar solution for a blast wave [11].  It is this decay in peak pressure which limits our target
thicknesses.  However, it also allowed us to “tune” the shock pressure at the back surface by
choosing various target thicknesses.

Figure 5: HYADES simulation of a shock wave/blast wave driven by a 460 ps pulse into a 300 µm silicon slab.

II.D  Description of the THOR Laser

We have performed the experiments undertaken under this grant on the Texas High-intensity
Optical Research Laser (the THOR laser) at UT.   The optical schematic of this laser is illustrated
in figure 6.  This system is a Ti:sapphire, chirped pulse amplification laser which can deliver 0.7
J pulses with pulse duration under 40 fs at a 10 Hz repetition rate.  It is composed of a 20 fs, 800
nm mode-locked oscillator stretched by a single grating all reflective stretcher to a pulse duration
of 600 ps.   These low energy pulses are amplified in a regenerative amplifier followed by a four
pass amplifier and a five pass amplifier.  The final amplifier yields pulses of 1.2 J energy with
600 ps duration.  These 1.2 J pulses are compressed by a single grating compressor  A vacuum
tank houses the compressor and the pulse propagates in vacuum through a switch-yard to the
target chamber in vacuum.  For the experiments described in this document, we separated a large
fraction of the uncompressed, 600 ps beam before it is sent to the compressor.  By separating up
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to 1 J, we derived a beam that could drive a strong shock.  The remaining pulse energy was
passed to the vacuum compressor where it was then employed as the synchronized probe.

Figure 6: Optical schematic of the THOR Ti:sapphire laser used in the experiments performed under this grant.

For our experiments, we developed a vacuum chamber to house the targets, with time delay of
the probe beam resting just outside this chamber.  Figure 7 show an annotated photo of the shock
chamber in the configuration used for the shock silicon experiments described in section V.  The
optical configuration will be described in that section.

Figure 7: Photo of the target chamber constructed under this grant for the shock studies described in sections III,
IV, and V.
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III. Linear Reflectivity Probing of Shocks in Tin

The first phase of experiments performed under this grant involved laser driven shocks in tin.
We chose tin because it is a solid which melts at a relatively low temperature.  Because we have
limited energy in our laser pulse to drive a shock (~ 1J) we are limited to lower drive intensities.
This made tin an ideal candidate for our shock melting experiments.

Figure 8: Phase diagram in tin showing the Hugoniot curve and various release isentropes.  Adapted from ref [6].

Figure 8 shows the phase diagram of tin.  Superimposed on this graph is the calculated shock
Hugoniot [6].  The Hugoniot (dotted line) is shown to intersect the melt curve (solid line) at 292
kbar.  So we expect that simple one-shock drive should lead to melted tin at shock intensity just
above ~ 300 kbar, a pressure easily achievable with THOR.  We also note that even if a shock is
insufficient to melt the tin, we might expect it to melt once the shock releases from the back
surface into free space.  Various release isentropes (dashed lines) are shown labeled with their
peak pressures.  For pressures between 205 kbar and 292 kbar the material releases into the melt
region of the phase diagram.  For pressures below 205 kbar the material never melts, even upon
release.

The shock experiments were performed inside of the specially designed vacuum chamber
described in the previous section.  Shooting the tin targets in vacuum allowed us to shock and
probe without the worry of ionizing air near the focus of our beams.  The shock driving laser was
focused using an f/20 lens to a diameter of a few hundred microns FWHM, depending on the
intensity for which we were aiming.  The layout is illustrated in figure 9.  The main laser pulse
drove an ablation-driven shock wave which traveled through the target. The probe pulses used in
these experiments typically had pulse durations of ~ 50 fs at the target surface (slightly
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broadened from 35 fs by dispersion in transport optics) and energies in the 10 µJ to 1 mJ range,
depending on how tightly the spot was focused.  This led to probe intensities of order 109 to 1012

W/cm2, where the lower intensities were typically used for reflectivity and interferometry, and
the higher intensities were used to generate second and third harmonics.

Figure 9: Optical layout of the shock experiments on tin.

For these experiments we employed two types of targets, free standing foils and tin layers
adhered to a LiF window.  These two target configurations are illustrated in figure 10.  In general
we chose targets with thickness near 4 µm.  The target thickness was chosen so that the shock
wave would not decay appreciably during propagation through the 4 µm of metal, while still
allowing time for the shock to steepen.  We performed considerable work in the early phases of
this project to derive appropriate targets for these experiments.  We found initially that
commercially derived foils, usually produced by electroplating, did not have sufficient
uniformity of thickness of quality.

Figure 10: The two configurations employed in the thin tin target experiments.



11

Ultimately we produced in-house tin foils by vapor deposition of heated tin on glass slide.  We
derived optimum films when the slide was held at a temperature just below the melting point of
the tin. [12]  This allowed deposited tin atoms to migrate a short distance when they are
deposited and fill in voids.  These films were then floated off the slide in a soapy water solution.
The other class of targets consisted of 4 µm of tin deposited onto the surface of a 50.8 mm
diameter x 6 mm thick, (100) lithium fluoride window with a surface flatness of <= 0.3 µm.  The
window was used as a support structure for the thin foil, and also as a medium to confine the rear
surface of the target to prevent material ejecta.   These targets were mounted on a stage in the
center of the target chamber.  In order to shock and probe a fresh surface for each shot, an XYZ
translation stage was used to raster the target between shots.  We also note that we performed a
small number of experiments on Al foils.  These foils were procured commercially and were
used to optimize the various diagnostics (as we did not expect any melting or other phase
transitions in Al at the pressures we operate.)

The design of the targets was driven by a desire to match the shock transit time in the target to
the drive pulse duration.  This assures that a nearly constant pressure wave is driven throughout
the target slab.  We expected that a strong shock in tin, ie one above 300 kbar, will have a shock
velocity of ~2000 m/s.  Since our drive pulse duration was roughly 1 ns (the stretched pulse from
THOR) we required thicknesses of > 2 µm.  We were, however, also concerned with preheat of
the target by the hot plasma as well as the possibility that targets only 2 µm thick would not be
thick enough to allow the shock to develop into a steady state traveling wave.  We therefore
settled on targets that were between 4 µm and 6 µm thick.  Numerical simulations were
performed to derive a better idea of what sort of pressure waves we will achieve in our targets,
particularly when the tin slab is coupled to a LiF window (which can lead to reflected shocks
from the interface).  Figure 11 illustrates a HYADES simulation of a 4 µm Sn slab coupled to a
LiF window when the tin is driven by a 600 ps pulse at intensity of 8 x1011 W/cm2.  We see from
this simulation that the peak pressure (~ 250 kbar in this case) is indeed maintained until the
shock reaches the back surface.

One of the main diagnostics used to determine shock parameters was a Mach-Zehnder style
interferometer that probed off the back surface of the shocked material (see figure 9).  To
observe smooth and straight fringes with our probes, the surface flatness requirements were
typically < 3 µm across the entire substrate.  One arm of the interferometer traveled into the
vacuum chamber, reflected off of the target interface, and was then imaged onto the face of a
CCD camera located outside of the chamber.  The reference arm of the interferometer was
located completely outside of the chamber and was adjusted to have equal imaging optics and
equal optical delay to the probe arm.  A combining beamsplitter was placed before the CCD, and
adjustments were made to straighten and optimize the fringes on the camera.  Before each shot
was taken, a reference image was saved so that the change in surface position due to the shock
wave could be measured accurately. Data analysis was performed by Fourier analysis of the
interferometric images, in a manner similar to Takeda, et al [13].  In this method, the image is
first Fourier transformed, line by line. A super-Gaussian filter was then applied to the resulting
spectrum to clean up the image.  The new cleaned spectrum is inverse Fourier transformed and
the phase shift is extracted from the result.
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Figure 11: Results from a HYADES simulation showing various pressure profiles as a function of time in a Sn slab
driven by an 800 nm pulse with duration 600 ps (Gaussian shape) focused to intensity of 8 x 1011W/cm2.

This diagnostic yielded two dimensional information about the shock breakout at the back
surface for a given snap shot of time.  An example of such a 2D interferogram is illustrated in
figure 12.   In this case the interferogram shows the shape of the shcok breakout from the tin into
the LiF when driven by an intensity of 6 x 1012 W/cm2 which corresponds to a shock pressure of
850 kbar (well above where we expect Sn to melt).  The observed shock breakout nonuniformity
resulted in large part from the nonuniformities in the drive laser intensity.

For these experiments in addition to interferometry, we employed a second diagnostic that
measured two-dimensional linear reflectivity.  Our reflectivity data was obtained with the same
probe pulse as in the interferometer, however a beamsplitter diverted a portion of the probe arm
to a separate 16 bit CCD camera before the beam was combined with the reference arm.  This
allowed us to obtain data with high resolution, and also without the added convolution that
fringes cause in the interferometer.  The reflectivity data was normalized to reference shots taken
before the shock wave was driven into the target, so that we could more easily compare multiple
shots with each other.

Target
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Figure 12: Example 2D interferogram of a shock breaking out from 4 µm Sn into at LiF window.  The drive intensity
was 6 x 1012 W/cm2.

Our first priority was to characterize the shocks in these small metallic targets.  We needed to
determine the quality of the shock and breakout shape.  Another question that stood out was
whether a shock can reach quasi-equilibrium conditions in such thin samples.  The Hugoniot
relations are predicated on a steady-state flow of material across the shock interface.  Whether a
shock formed on the sub-ns time scale would meet these conditions was the topic of our early
investigations.

Figure 13 illustrates the deconvolved expansion of the shock break-out from two focal spot sizes.
The top compares the expansion 1 ns after initial irradiation with the focal spot optical intensity
on target where the spot is roughly 150 µm in diameter.  It can be seen that the shock break out
follows the intensity profile very closely.  The bottom two images also compare the laser
intensity profile with the shock break out, with the laser defocused to ~ 500 µm.  Again, the
shock break out region is larger and follows more or less the intensity profile of the laser spot.
These data show that we can indeed produce good clean shock waves in the thin tin with profiles
that track the shape of the irradiating laser.

With data such as that in figure 13, we were then able to track the time history of the shock
expansion.  Figure 14 shows the expansion as a function of probe laser delay of shocks driven in
free standing Sn and Al targets.  The peak intensity of the drive laser was varied to change the
shock pressure.  The velocities we observe are consistent with shock pressures derived from the
Hugoniot of between 75 and 220 kbar.  This matches our Hyades simulations very well.

We conducted a similar campaign of measurements in the Sn/LiF combinations.  We used five
different laser intensities to drive shock waves into Sn/LiF targets.  Again, we measured the
displacement of the interface as a function of probe delay for each of these five cases.  The
maximum displacement that we could probe was limited by the fringe size relative to the shock
spot, and also by the contrast between adjacent fringes on the CCD.  For example,
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Figure 13: Left hand images are a false color rendition of the laser focal spot with peak intensity of 8 x 1012 W/cm2

on the top and 5 x 1011 W/cm2 on the bottom.  Compared at the right are the deconvolved interferogram images from
these shots showing how far the surface has expanded from the break out of the shock 1 ns after initial irradiation.
In both cases the shock spatial distribution follows the intensity of the laser irradiation.

Figure 14:Pump probe data showing the expansion of shocks breaking out of free standing Sn and Al films as a
function of time for various drive intensities.  The pressures are derived from published Hugoniot curves for these
two materials.
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interferometric data for the 1x1013 W/cm2 scan did not extend past 0.6 µm because of a lack of
magnification in the probe imaging.  For the other scans, where the fringes were distinguishable,
we were able to observe up to a 2.1 µm expansion.

A line was fit to the linear portion of the expansion data, illustrated in figure 15, using a least-
squares algorithm, to determine the particle velocity at shock breakout. The shock impedance
mismatch between the tin and the lithium fluoride was accounted for so that the interface
velocity could be converted into a particle velocity of the bulk tin.  This particle velocity was
then combined with Hugoniot data for tin to estimate the pressure observed at the interface
within the target.  The shock pressures derived from comparison with published Hugoniot data
are shown in the first two columns of table 1.

Figure 15: Pump probe data of shocks expanding from tin into the LiF window, probed through the window.
Expansion data at five different peak drive intensities are shown and a line is fit to the early time history of each
curve to derive a particle velocity which can be compared to the Hugoniot.

Table 1: Shock pressures in Sn derived from comparison with published Hugoniot data  and found by fitting
numerical simulations of the shocks to the measured data points.
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We wished to derive the shock pressures from a more sophisticated analysis of the data.  To do
this, we used HYADES to simulate the shock release into the LiF and calculate the surface of the
tin/LiF interface as a function of time.  We did this for various intensities and compared the
curves to our measured data.  We then chose the HYADES simulation that best fit our observed
data comparing the simulated intensity to the actual measured intensity.  Then we ascertained the
shock pressure from the best fit simulation for each data set.  The comparison of the best fit
HYADES simulations reploted on the expansion data of figure 15 are shown in figure 16.  As
can be seen HYADES does a remarkable job of reproducing the shock expansion data.  The best
fit HYADES simulated intensities from this exercise are compared to the measured intensity in
table 1.  There is very good agreement between the measured intensity and the best fit simulated
intensity, lending confidence in HYADES as a predictive tool for our experiments.  The shock
pressure derived from the best fit HYADES simulations are also shown in table 1.  The pressures
derived from this exercise match the pressures we simply derived from the expansion velocity
and the Hugoniot to within about 15% in all cases.

Figure 16: Pump probe data of shocks expanding from tin into the LiF window, probed through the window.
Expansion data at five different peak drive intensities are shown and the best fit HYADES simulation of the shock
break-out expansion is over laid on each data curve.

The conclusion that we draw here is that we can produce shocks in tin with pressure up to nearly
1 Mbar and that we can diagnose them well via our 2D interferometry technique.  Furthermore,
we can have good confidence in HYADES ability to simulate these shocks as the code
reproduces the trends of the data exceptionally well.

Our next data campaign centered on making an independent measurement of the Hugoniot in tin.
To do this, we required simultaneous knowledge of the particle velocity in the shock and the
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shock velocity.  The first quantity is derived from data similar to that of figure 15 in which we
measure particle velocity by taking many pump probe shots and plotting the expansion as a
function of time.  From free standing foils Uparticle = Uexpansion/2.  To derive the shock velocity we
performed a similar set of experiments in foils of varying thickness.  By measuring the shock
break out time, namely the time at which the back surface begins to expand, for different target
thickness, we could derive the shock speed.  We performed shock breakout measurements for
targets with thickness between 4 and 6 µm.

Figure 17 shows the results of this measurement in free standing tin foils and figure 18 shows the
measurement performed on Sn folis overlaid in LiF.  In the first case our data are compared to
data previously published from Russian gas gun measurements [14]  and in the second case our
data are compared to the Hugoniot of the Los Alamos SESAME table [15] (the table used in our
HYADES simulations.)  In both sets of measurements there is very good agreement with the
previously published gas gun data (up to the 850 kbar pressures of our measurements) and the
SESAME table.  This is a very important result as it confirms that shock measurements in these
thin laser-driven targets yield results similar to measurements derived in other, more traditional,
ways.

Figure 17: Measured Hugoniot of tin up to 850 kbar using our multi-pulse pump probe technique with free standing
Sn foils compared to the data of ref [14].

We also measured the reflectivity of the tin both from free standing foils and the Sn/LiF targets.
These experiments led to some rather unexpected results which will require future work to
understand.  As described above, we illuminated the entire shock break-out region just before the
shot to get a calibated map of the target surface reflectivity and then we again measured the
reflected profile as the shock breaks out.  Compare these “before” and “after” images allowed us
to measure the 2D reflectivity as a function of probe delay.  Characteristc data taken in this
manner is illustrated in figure 19.  These data were taken well after the shock breakout (46 ns)
and show a significant drop in reflectivity in the center of the probe spot, where the shock has
broken out from the Sn slab.
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Figure 18: Measured Hugoniot of tin showing shock velocity vs particle velocity using our multi-pulse pump probe
technique with Sn slabs on LiF.  These data are compared to the LANL SESAME table predictions [15].

Figure 19: Probe images from the back side of a tin target before and after the shock has emerged from the slab.
There is a significant drop in observed reflected light in the center of the target.
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The peak reflectivity can then be plotted as a function of time by varying probe delay.  Such a
measurement is shown in figure 20 compared to the measured target surface expansion.  The
blue points show the expansion and reflectivity in the center of the spot for free standing foils
and the red points show the same for Sn foils on a glass slide.  We find the rather surprising
result that the reflectivity drops on a 1 ns time scale to only 35% of its initial value.  This is
surprising as we expect only a small drop if the reflectivity were to be altered only by a melting
transition.  It is interesting that this large drop is similar to that seen in laser shocked tin by
Werdiger et al. [5].

Figure 20: Left plot shows the expansion of the tin back surface as a function of time for both free standing and on-
window tin.  The right plot shows the reflectivity for these two cases over the same time window.

Our initial concerns were that this drop could be attributed to the formation of ejecta particles on
the back surface seeded by the small grain sizes of our poly-crystalline targets.  This is illustrated
schematically in figure 21.  However, we repeated the measurement with the tin layered on a
window, a situation which presumably retards the formation of particles on the back surface.
These data are also shown in figure 20 and exhibit a virtually identical drop in reflectivity over
about 500 ps.  This result is unexpected and as yet unexplained.  One possibility is that micro-
instabilities do develop at the interface and scatter the probe radiation.  This may be a
consequence of the loss of material strength that occurs when the material melts.  However,
much more work will have to be done to determine what is happening at this shock front.

Nonetheless, this phase of work was productive in that it demonstrated that laser produced
shocks in thin samples over small scales in possible and that we can control and effectively
model these shock at pressures up to 1 Mbar.
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Figure 21: Schematic illustration of one possible explanation for the large drop in reflectivity observed from free
standing shock tin foils.

IV. Third Harmonic Probing of Laser Heated GaAs and Si

The next phase of work under this grant revolved around developing the third harmonic
generation diagnostic technique.  To develop the technique, we decided to implement it on
samples that were melted by direct laser heating before implementing it on a laser shock.  This
had the advantage of avoiding the initial complications of the shock driver and it allow us to
compare the results of our technique with those of other laser induced melting studies performed
with other techniques.

As noted above, harmonic generation (HG) is a powerful technique for probing long-range
crystalline order.  Previously in pump-probe experiments, second harmonic generation (SHG)
has been used to identify a transformation of crystalline GaAs to a centrosymmetric electronic
state within 100 fs [16].  It has also been used to discover a loss of cubic order in crystalline
silicon within 150 fs of intense laser excitation [17].  Tom, et. al. discovered that 75 fs laser
excitation of silicon above a threshold fluence causes bulk atomic disorder with a 1/e time
constant of ~ 100 fs .  In contrast, they found that the electronic properties, as determined by
linear reflectivity, did not reach those of molten silicon for several hundred femtoseconds.  This
indicated that silicon was melting non-thermally before the lattice had time to equilibrate
thermally.  The dense electron-hole plasma created by the ultra-fast optical excitation weakens
the atomic bonds, causing disorder in the lattice.  This non-thermal process skips the “normal”
thermal transfer of energy from the electronic system to the lattice by phonon emission., as the
atoms remain cold for  several hundred femtoseconds or more [18].

For many materials and crystallographic orientations, SHG is not dipole allowed in the bulk
material, so detection of the small surface generated signals can be very difficult, especially for
single shot type experiments.  This is one of the principal reasons we chose to explore third
harmonic generation (THG) as a shock probe under this grant.  As discussed in section II, THG
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is bulk-allowed in most crystalline materials, but disappears in isotropic media with circularly
polarized excitation.  For this phase of experiments, we chose to explore laser induced melting of
Si and GaAs crystals, both of which can be procured easily with very high optical quality.

A cartoon of the set up for these experiments is illustrated in figure 22.  In these experiments, we
monitored the linear reflectivity and THG from the surface of bulk Si or GaAs wafer while
pumping the same side of the target with a laser fluence near the melting threshold.  For GaAs
we also monitored second harmonic generation. The THG diagnostic operates by measuring the
third harmonic light generated in reflection at the rear surface of the target from a circularly
polarized, normally incident, 800 nm probe.  The THG was measured using a Hamamatsu UV
sensitive side-on PMT biased to ~ -1000 V.  The PMT was connected to our Tektronix
oscilloscope to record the data.  The pump beam was a 40 fs pulse with a fluence of a few
hundred mJ/cm2 that was incident onto the target at an angle of ~ 17° off of normal.  This pump
pulse non-thermally melted the semiconductor in less than a few hundred femtoseconds.  We
utilized a wide angle, 58.5°, reflectivity probe to detect the large increase in reflectivity that
occurs near Brewster’s angle.  At normal incidence, the circularly polarized harmonic generating
probe was focused onto the target at a fluence less than 100 mJ/cm2 to keep from damaging the
target.  The residual 800 nm not involved in THG was directed onto a photodiode so that
reflectivity at normal incidence could be recorded.

Figure 22: Schematic of the laser melted harmonic generation experiments.

The measured reflectivity and THG signal for both circularly and linearly polarized pump beams
on GaAs are shown in figure 23.  Similar data for laser induced melting in Si are shown in figure
24.  Both sets of data look similar.  As both crystals melt they transition from a semiconductor to
a molten metallic material.  Therefore there is alarge increase in reflectivity at 800 nm (the
wavelength of the probe beam of THOR).

As the probe pulse delay was scanned relative to the pump pulse, a fast (less than 500 fs)
transition was detected by both the reflectivity diagnostic, as well as the third harmonic
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diagnostic in both Si and GaAs crystals.  This agrees with previously published results [17,18].
This drop in harmonic generation (GaAs and Si) indicates a loss of electronic structuring of the
target, which is confirmed by the large increase in the reflectivity probes (GaAs and Si).  The
spike in THG observed near t=0 is a coherent artifact, arising from the temporal overlap of the
probe and pump pulses.

Figure 23: Reflectivity (top) and third harmonic signal (bottom) from two incident polarization configurations on
the (100) surface of laser melted GaAs.  These data are plotted as a function of probe delay.  The pump laser fluence
was 310 mJ/cm2.
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Figure 24: Reflectivity (top) and third harmonic signal (bottom) from two incident polarization configurations on
the (100) surface of laser melted Si.  The pump laser fluence was 310 mJ/cm2.

The increase in reflectivity that we observe agrees within ~ 10% with calculations using the
Fresnel equations to predict the change in reflectivity upon melting.  This change is due to the
dielectric constant approaching that of a liquid (Drude) metal.  The linear dielectric constant
affects harmonic generation at a surface through the linear Fresnel equations, which determine
the penetration of the probe light into the material.  The harmonic intensity is proportional to the
fundamental field to the 2j power, where j is the harmonic order, so the field amplitude has a
large effect on the harmonic amplitude.

Our data are completely consistent with calculations for the expected ratios of reflectivity and
THG. We must assume an oxide layer on the surface to model these data adequately.  We
observe similar drops in THG upon laser heating for linear and circularly polarized pulses.  Our
calculations indicate that the drop in THG is due not only to the loss of short range order as the
crystal melts but also to a change in Fresnel factors.  In other words, as the crystal becomes
molten, the probe cannot penetrate as deeply into the now conducting crystal and the efficiency
of THG drops.  Nonetheless, these data indicate that the THG diagnostic is an unambiguous and
clear signature of a laser induced phase change.  We also note that the time scale over which we
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observe a change in reflectivity is slower than the time scale for a drop in THG.  For example in
GaAs the reflectivity increase during melting occurs over a nearly 500 fs window.  However the
THG drops in around 200 fs.  This again results from an interplay of the drop in nonlinear
polarizability and reflection factors.  Further analysis of this work is now ongoing to quantify
this effect.

The main conclusion from these experiments is that the THG technique provides a very fast and
unambiguous signature of melting in Si and GaAs.

V. Third Harmonic Probing of Shock Waves in Si

Motivated by these laser induced melting results we finally moved to study of shocks with THG.
We chose to pursue this in Si crystals as we had developed good expertise in THG from Si.  The
down side is that Si is complicated by numerous pressure-induced phase transitions, potentially
complicating interpretation of the data.  These measurements were also complicated by the need
for thin, smooth Si slabs.  We had to spend some considerable time developing target fabrication
techniques that would permit shock experiments in slabs only of a few tens of µm thick.

The solution to target fabrication that we settled on involved etching thick Si wafers to a desired
thickness over a small window area.  Our Si targets were made by etching a silicon-on-insulator
wafer as illustrated in figure 25.  The wafers used in these experiments were purchased from
www.ultrasil.com, and consisted of a thick handle (~500 µm Si), a thin buried oxide (box, ~ 1-5
µm SiO2), and a device of various thicknesses (10-95 µm Si).  With an appropriately shaped
mask, regions of the handle were etched away to reveal the box.  With a different process, the
exposed box was then etched away while leaving the Si unharmed to reveal a small section of the
Si device layer.  It is this device layer that served as the target.  This technique allowed us to
produce many individual target shot areas on one wafer.  A photo showing a section of the wafer
with many target sites is provided in figure 26.

Figure 25: Illustration of how we produced sub-100 µm silicon targets for the Si shock experiments.
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After completion of the etching processes, it was necessary to coat several skin depths of
aluminum onto the front surface of the Si target so that the energy is absorbed at the surface,
rather than throughout the bulk.  This is because a shockwave is more quickly formed when
energy is deposited in a smaller volume, rather than distributed over a larger volume, so it is
better for the pump energy to encounter a material with short skin depth, rather than a long skin
depth.  We chose Al over Si since Al has a skin depth of 7.5 nm in 800 nm light while Si has an
absorption depth of over ~ 10 µm.  To ensure absorption at the surface by the rising edge of the
pulse we typically used ~ 100 nm of aluminum as the absorptive layer.

Figure 26: Photo of the etched Si target array.

An important complication in Si is that the lattice can compress elastically, along one dimension
before is compresses hydrostacially (plastically).  As the Hugoniot for Si illustrates (shown in
figure 27) the elastic compression under shock loading will have a shock velocity that is nearly 9
km/s while the plastic compression will have a shock front slower than this, at least up to a peak
shock pressure of about 750 kbar.  We therefore expect an elastic precursor wave emerging
before the main shock front.

Figure 27: Hugoniot for Si (taken from ref [19]) showing the particle velocity (black) and shock pressure (red).
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To explore the shock dynamics we undertook a series of 2D interferometry measurements from
the back side of the Si wafer targets.  Figure 28 shows characteristic expansion data from a 20
µm thick Si slab target.  We see a small amount of expansion at early time followed by rapid
expansion in the middle of the target approximately 1 ns later.

Figure 28:  2D interferometry data of a shock break out in 20 µm Si slabs driven by an intensity of 2 x 1013 W/cm2.
The right hand plots show the deconvolved expansion profiles at 3 times.

We conducted an extensive series of experiments measuring the expansion of shock release in Si
targets of varying thickness and drive intensity.  This allowed us to explore a range of shock
parameters.  Not only does changing the driven energy change the shock pressure but because
the thicker Si slabs had a shock transit time longer than the drive pulse, the shock wave decayed
resulting in a variation of shock pressure at the rear surface with different target thicknesses.
The drive laser energy was ~ 750 mJ in varying spot sizes that resulted in laser intensities that
varied between 1 x 1013 W/cm2 and2 x 1014 W/cm2.

Measured expansion from the rear surface as a function of time for a variety of Si target
thicknesses is illustrated in figure 29.  In this figure, data located toward the right-hand side is
generally from a thicker target, while data located toward the left-hand side comes a thinner
target (as noted in the figure).  The exceptions to this rule are the cases where the same target
thickness was shot with different laser intensities.  The higher intensities cause a higher pressure,
which cause a higher shock velocity, which leads to an earlier shock breakout.

The yellow triangles represent data taken with 10 µm Si targets and a laser intensity of ~2 x 1014

W/cm2.  During these shots, the laser contained several ns-scale pre-pulses from a misalignment
of a waveplate in the post-regen isolation stage.  This led to pre-pulses with amplitudes of ~10-4
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times the main peak, located at 15, 30, and 45 ns before the peak.  These pre-pulses caused
significant preheating of the target and pre expansion by an additional 0.4 µm in the rear surface,
as compared with data taken when the pre-pulses were minimized, shown in brown diamonds.
Some pre expansion does still occur, as evidenced by about 0.5 µm of surface expansion the
nanosecond before the main shock breaks out that the surface and expands at a velocity of ~ 4
km/s.  This pre expansion, on the other hand, expands at around 0.2 km/s.  We attribute this to
the elastic wave, which precedes the shock at high shock velocity and low particle velocity (as
illustrated by the Hugoniot curve in figure 27.)  All of our data show this pre-expansion elastic
precursor.

The dark blue squares in the graph represent data taken with 10 µm targets and a lower laser
intensity of 2 x 1013 W/cm2.  The data with the pink triangles were taken with 20 µm targets and
a laser intensity of  2 x 1014 W/cm2.  Despite the higher drive intensity of these data, the fact that
the target is 20 µm instead of 10 µm thick leads to a break out velocity which is comparable to
the 10 µm case.   The red circles represent data taken also with 20 µm thick targets but with a
lower laser intensity of 2 x 1013 W/cm2.  These data show a clear two structure wave, the first
with brake-out velocity of 0.14 km/s and the second main wave with velocity of 4 km/s.  This
shock suggests a particle velocity of 2 km/s and, therefore a shock pressure of 400 kbar [19].

Figure 29: Plot of silicon peak expansion vs. probe delay under various conditions.  Details of the various points
are described in the text.

The blue triangles in figure 29 represent data taken with 30 µm targets and a laser intensity of 1 x
1014 W/cm2.  These data seem to cover the end of the pre-expansion and the very beginning of
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the shock expansion.  We can compare these  data with the pink triangles to estimate the shock
velocity at around 6-10 km/s, which bounds the published elastic sound speed of ~ 9 km/s for
(100) silicon.  In all of the above silicon experiments, the small spot-size combined with the
slope of the target make it difficult to extract any expansion data from the interferograms above
1.5 to 2 µm expansion.  Finally, the green diamonds represent data taken with 95 µm silicon and
laser intensity of 6 x 1013 W/cm2.  The 1.1 km/s expansion velocity implies a shock pressure of
only 100 kbar.  This lower pressure results from the decay of the shock wave in time, as
illustrated in figure 4.

We then turned to derive THG signal from these characterized Si shocks.  These measurements
were complicated by UV emission from the laser plasma at the front surface of the target.  With
careful baffling we succeeded in deriving clean THG signal from three different Si shock
conditions.  The first was the low pressure shock in the 95 µm Si targets.  The expansion time
history from this target is reproduced in figure 30 on top of the THG signal detected as a function
of probe delay.  Although there is some scatter in THG signal, it more or less remains constant
throughout the expansion of the target over 3 µm.  We can conclude, then, that we are observing
in real time the Si expanding as a crystalline, well ordered structure, even though it has expanded
significantly from its equilibrium surface position.

Figure 30: Measure time history of the expansion and THG from a 95 µm thick Si slab driven at 6 x 1013 W/cm2.
The plot on the top reproduces the back surface expansion history and the bottom plot shows the THG signal over
the same time window.
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This time history is quite different in targets in which the shock pressure is higher.  Figure 31
illustrates the same juxtaposition of expansion and THG signal for two other situations: a 20 µm
target irradiated at 2 x 1013 W/cm2 (red circles) and the 30 µm thick target irradiated at 1 x 1014.
The observed particle velocity (2 km/s) indicates that both of these shocks have a peak pressure
in the vicinity of 400 kbar.  In both cases, the THG signal remains strong during the slow
preexpansion of the target, indicating that the Si remains crystalline during this phase.  However,
the THG then rapidly falls once the main shock emergies.  The time at which this fall starts is
about 500 ps later in the 30µm target than in the 20 µm target because of the longer time for the
shock to transit the slab.

Figure 31: Measured time history of the expansion and THG from 20 and 30 µm thick Si slabs driven at 2 x 1013

W/cm2 in the first case and 1 x 1014 W/cm2 in the second.  The plot on the top reproduces the back surface expansion
histories and the bottom plot shows the THG signal over the same time window.

This result is remarkable as it tells us that in real time, over a time span of less than 500 ps, the Si
must become disordered in some way.  This is surprising at first because a 400 kbar shock is not
sufficient to melt the Si.  However, we surmise that there may be some solid-to-solid phase
change which serves to randomize the lattice under shock compression to 400 kbar, affecting the
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THG dramatically.  We have carefully considered the possibilities that our THG collection is
affected by scatter or collection f/#.  We have at this point concluded that the fall in THG signal
must be attributed to microstructure changes in the shocked Si.  This represents, to our
knowledge, the first real time in situ observation of picosecond time scale phase change
dynamics in laser shocked crystals diagnosed by optical means.

VI. Summary

We can summarize the work undertaken within this past grant period by three significant
findings and advances:

1) We can produce and control the pressure of table top laser-driven shocks in µm-scale
targets with pressure up to 1 Mbar.  These shocks match well to the predictions of
Lagrangian hydrodynamics codes.

2) Third harmonic generation can yield an unambiguous signature of dynamic melting in a
crystal as evidenced by laser induced melting experiments in Si and GaAs.

3) Third harmonic generation has been used to observe expanding Si and shown that at
pressures near the elastic to plastic transition the Si remains crystalline while at shock
pressures above that limit but still well below melting the crystal undergoes significant
disordering.
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